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Abstract

We propose a disparity refinement algorithm for stereo
matching that can be used for foreground object extrac-
tion. Depth information obtained by stereo matching is
useful for separating objects but usually has less accuracy
in object boundaries, due to occlusions between different
views. This artifact makes it hard to extract correct object
boundaries from images. Our algorithm refines the dispar-
ity values around object boundaries by aligning the input
color image and the disparity map. We also incorporate
the obtained depth information into the GrabCut method
for foreground/background segmentation. Experimental re-
sults show that accurate boundaries between foreground
and background objects can be obtained by our approach.

1. Introduction

Recently there have been many attempts using depth in-
formation to enhance results of object-handling problems
in computer vision, e.g., scene layout estimation and object
pose estimation. For these purposes, it is currently com-
mon to use active-type depth-acquisition devices, especially
based on infra-red cameras. This type of depth acquisi-
tion devices, however, have limitation in processing general
scenes, including outdoor scenes and black objects.

One possible solution to avoid this limitation is using a
passive-type depth acquisition method, like stereo match-
ing. However, there exists geometric ambiguity caused by
occluded regions in object boundaries that prevents the re-
sults of stereo matching from being directly utilized for ob-
ject handling. In this paper, we propose a depth refinement
method to reduce this problem, enabling stereo matching to
provide depth information adequate for foreground object
detection. We demonstrate the effectiveness of our method
by applying the resulting depth information to GrabCut al-
gorithm [4] for foreground object extraction. Our method is
simple and fast, and can be applied to various stereo match-
ing algorithms while not degrading the accuracy of the base-
line algorithms.

2. Algorithm
Our algorithm uses the disparity image obtained by a

stereo matching algorithm as the input. We reduce the ambi-
guity in occlusion regions by aligning object edges between
the original color image and the disparity image. Our algo-
rithm replaces an incorrect disparity of a pixel near an ob-
ject boundary by the disparity of a pixel far from the object
boundary, which can be considered as a safe pixel.

2.1. Disparity candidate generation

Our algorithm uses a new filter, which is inspired by
patch-shift [1], for bringing the depth information of pix-
els far from an edge to pixels near the edge. Although there
are many stable disparities in a region far from an edge, all
the pixels do not have ideal disparities for a pixel near the
edge. We modify patch-shift for our setting because orig-
inal patch-shift does not consider that the edges could be
misaligned between the input and guidance images.

Let p denote a pixel that we want to correct and p′ be
a pixel in the patch Ωp centered at p. For finding p∗, the
pixel expected to have the most similar value to the ideal
disparity of p, our algorithm first gathers candidates p′ that
satisfy the following conditions: (1) Pixel far away from the
object edge, (2) Pixel contained in the same object as p, (3)
Pixel having high confidence for its disparity.

First, in order to distinguish the boundary and interior of
an object, we use modified RTV (mRTV) proposed in [1].
mRTV of a pixel in a color image is computed by

mRTV (p) = 4 (Ωp)
max |(∂I)r|∑
r∈Ωp

|(∂I)r + ε|
. (1)

A low mRTV value means that pixel p is far from structural
edges. Then pixels that satisfy the following condition will
be candidates.

mRTV (p) ≤ TmRTV (2)

Second, we assume two pixels in the same object have
similar disparities. We check whether two pixels belong to
the same object using color similarity, represented by

‖Ileft (p)− Ileft (p′)‖ < Tcol (3)
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(a) Input foreground boundary (b) Using RGB only (c) SGBM (d) Our method

Figure 1: Results of GrabCut using different input values. (b) uses RGB values, while (c) and (d) use the depth information
and chromaticity. The result in (b) includes an undesirable region because of color similarity. The result in (c) has been
enhanced, but contains less accurate object boundaries. Our result in (d) shows clear edges even when colors are similar.

(a) SGBM (b) Our method

Figure 2: Overlap images of the disparity map and color
image. (a) shows that the disparity map of SGBM is mis-
aligned with the color image. Our result in (b) shows re-
duced occlusion errors and aligned edges.

Third, to avoid bringing a disparity from an occlusion
region, we use a cross-checking confidence measure pro-
posed in [2], which is known to be robust for occlusion error
checking. A disparity of a pixel in the left image should be
same as that of the corresponding pixel in the right image,
which is represented by

dright (dleft (p′)) = p′ (4)

The final candidates Ω′p are the pixels in Ωp which sat-
isfy all three conditions in Eqs. 2, 3, and 4.

2.2. Disparity selection

We determine the final disparity using the disparities of
the candidate pixels obtained in Sec. 2.2. We expect that
most of the candidates have correct disparities, and select
the median as the ideal disparity of p.

For a given disparity image, we replace the disparity of
every pixel p by the ideal disparity obtained from the candi-
date pixels. As a result, disparities around object edges are
refined, while interior pixels have little changes.

3. Result
The result of our disparity refinement algorithm is shown

in Fig. 2. We use the SGBM algorithm [3] with simple hole-
filling to obtain the initial disparity image. Our algorithm is

highly parallelizable using CUDA, and the refinement step
takes about 0.1 second for an 800 × 600 image in our ex-
perimental environment which uses i7 4770 CPU and GTX
780 Ti GPU.

To apply the resulting depth information to the GrabCut
method [4], we convert the given input RGB image into lab
space and replace RGB channels by the disparity and chro-
maticity (ab) values. As shown in Fig. 1, Grabcut with the
refined disparity values could distinguish even the ambigu-
ous regions where colors of two objects are similar.

4. Conclusion
We proposed an algorithm to enhance the quality of a

disparity map in edge regions. We demonstrated that the
enhancement can improves the performance of GrabCut
for foreground object segmentation. Our algorithm can be
combined with an arbitrary stereo matching algorithm, and
could be extended for handling depth maps obtained by
other methods, such as using MS Kinect.
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